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ABSTRACT

Background: High-level system testing of applications that use data from e-Government services as input requires test data that
is real-life-like but where the privacy of personal information is guaranteed. Applications with such strong requirement include
information exchange between countries, medicine, banking, and so on. This review aims to synthesise the current state-of-the-
practice in this domain.

Objectives: The objective of this Systematic Review is to identify existing approaches for creating and evolving synthetic test
data without using real-life raw data.

Methods: We followed well-known methodologies for conducting systematic literature reviews, including the ones from
Kitchenham and PRISMA as well as guidelines for analysing the limitations of our review and its threats to validity.

Results: A variety of methods and tools exist for creating privacy-preserving test data. Our search found 1013 publications in
IEEE Xplore, ACM Digital Library, and SCOPUS. We extracted data from 75 of those publications and identified 37 approaches
that answer our research question partly. A common prerequisite for using these methods and tools is direct access to real-life
data for data anonymization or synthetic test data generation. Nine existing synthetic test data generation approaches were
identified that were closest to answering our research question. Nevertheless, further work would be needed to add the ability to
evolve synthetic test data to the existing approaches.

Conclusions: None of the publications covered our requirements completely, only partially. Synthetic test data evolution is a
field that has not received much attention from researchers but needs to be explored in Digital Government Solutions, especially
since new legal regulations are being put in force in many countries.

1 | Introduction data remains a challenge in practice. Inadequate or unrealistic

test data has less power to uncover defects. The availability of
The availability of realistic test data is of paramount importance effective test data is particularly difficult to achieve in domains
for delivering high-quality software, yet the availability of such such as Digital Government Solutions (DGS), where regulations

Abbreviations: DGS, digital government solutions; GDPR, general data protection regulation; QA, quality assessment; SUT, system under test.
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strictly prohibit the use of real-life raw data for testing purposes.
DGS, also referred to as e-Government solutions, are designed to
provide public services without using extensive manpower and
bureaucracy. These services cover a wide variety of applications
such as taxes, utility bills, licences and permits, medical infor-
mation, post service for official documentation, and so on. They
enable the general public to communicate with the government
conveniently and efficiently, and are implemented and used in
most countries in the world on a smaller or larger scale.

However, there are limitations when it comes to using the
real-life raw data that is processed by government entities for
activities that are not part of the actual e-Government service
provision, such as pre-production testing. In Europe, a large part
of these real-life raw data is considered personal data according
to the General Data Protection Regulation (GDPR) (European
Union 2016). The United States follows a sectoral approach to
data privacy protection (Boyne 2018), and the growth of new
digital industries has motivated Asian countries, including
China, to work on their legislation to restrict the use of personal
data (Junke and Tang 2021). These regulations make real-life
raw data unavailable for testing. This forces Quality Assurance
Specialists all over the world to find solutions for creating or ob-
taining privacy-preserving test data that is as similar as possible
to the real-life raw data processed by the government.

A variety of methods and tools exist for creating privacy-
preserving test data. One practical solution is data anonymiza-
tion, which transforms the real-life raw data by applying some
operations on it to effectively remove personal data without
degrading the anonymous data utility (Majeed and Lee 2021).
Nevertheless, there remains the risk of someone reversing the
anonymization algorithm and retrieving personal data. Another
one of the many possible options would be to use one of the
various existing machine learning models and generate fully
synthetic test data that is very similar to the real-life raw data,
provided that the model is trained well. A common prerequisite
for using most of these well-known options is that they require
direct access to the real-life raw data that is used as input for
data anonymization or synthetic test data generation. However,
failure to gain access to real-life raw data excludes the possibility
of using the above-mentioned methods. Even if access to real-
life raw data is granted, it raises security concerns as personal
data is prone to cyberattacks and other data-related breaches
(ENISA 2023).

Another aspect that needs to be considered when creating
privacy-preserving test data is the fact that real-life raw data
is constantly evolving. Although historical data from months
or even years ago, which contains events with timestamps, as
well as consistent relations between data subjects, is sometimes
important for providing e-Government services, the majority of
applications rely on data that reflects the current or recent state
of the data subject. For example, banks may query income infor-
mation about the latest months to calculate credit limits. Some
family benefits might be granted only to parents with new-
borns under a certain age. Some applications may require a re-
cent life event (e.g., birth, marriage, divorce, or death) as input.
Therefore, one could say that a static set of test data created for
e-Government entities has an ‘expiration date’, as over time it
will become more and more useless for the applications under

test. For that reason, it is important that the test data resembling
real-life raw data processed by the government is created with
knowledge of the evaluation mechanisms of the same real-life
raw data and that the test data can be evolved similarly.

One possible solution would be to generate and evolve synthetic
test data based on publicly available microdata, open data, or
other input that captures essential characteristics and distribu-
tion of real-life raw data without revealing any personal infor-
mation. The objective of this study is to identify and describe
existing methods in the field of software testing that can do that.

The rest of this paper is structured as follows. Section 2 sum-
marises the background of this study, including our specific
context. Section 3 describes related work. Section 4 provides
definitions and explains our research method. In Section 5, the
results of our study are presented. Section 6 gives an overview
of the limitations of this study, as well as the resulting threats to
validity. Section 7 provides the discussion of results, and finally,
Section 8 concludes the paper and highlights possible future re-
search directions.

2 | Background

Estonia, one of the leading countries in e-Government develop-
ment according to the United Nations E-Government survey of
2022 (Affairs and Social 2022), is one of the pioneers in imple-
menting digital government solutions. Estonian e-Government
solutions are built on the interoperability framework X-Road.!
Today, other countries, for example, Finland, Iceland, and the
Faroe Islands, have also implemented the X-Road framework,
and the first cross-border data exchange project has been started
between Finland and Estonia (Jackson et al. 2022).

For several decades, many countries have pursued the decen-
tralisation of government services with the objective of im-
proving service delivery (Gradstein 2017). In decentralised
DGS settings, there is no central database that can be queried
for all government data. It is a network of government entities
that act as data providers and exchange data with other parties
(see Figure 1). Driven by the principle ‘Data resides where it is
created’, Estonian e-Government falls into the category of de-
centralised e-Government. In Estonia, government institutions
can be queried via data services that run on the local implemen-
tation of the X-Road technology for data that the government
stores (Veldre 2016).

Interoperability is the basis of decentralised DGS. Important
factors for designing an underlying interoperability framework
for e-Government services are well studied (Flak and Solli-
Saether 2012; Scholl and Klischewski 2007). The challenges
related to testing the applications that use data from data ser-
vices that run on an interoperability framework as input in
decentralised e-Government settings have, on the other hand,
received little attention from researchers and industry.

When real-life raw data is used for privacy-preserving test data
generation in the case of centralised DGS, there would only be
one central government database to consider. However, for de-
centralised DGS this would mean having access to the real-life
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FIGURE1 | Centralised vs. decentralised DGS.

raw data of all individual government entities. It is a challenge
that requires compliance with the individual security proce-
dures of every single government entity. Therefore avoiding
directly accessing real-life raw data processed by government
entities when creating test data would reduce the risk of data
breach as well as the procedural complexity significantly.

From the perspective of the parties who query real-life raw data
from government institutions for their systems and applications
in production, the data received is thereafter used as input by
themselves in their own digitalized work processes, such as
providing (public) services, monitoring, reporting, or similar.
The increasing number of new systems and applications that
are developed and require input test data from government
institutions to execute their test cases in pre-production poses
challenges as these applications need to be tested thoroughly
without the actual real-life raw data being available for testing
due to data privacy restrictions.

In decentralised DGS, test data for pre-production testing should
be created in a way that the test data of one government entity
is compatible with the test data of every other government en-
tity that is part of the same e-Government solution. More spe-
cifically, certain identificators must be preserved, and ideally,
from all data services offered by government entities in a decen-
tralised e-Government solution, as many as possible should be
covered. This is crucial for ensuring that all test data in decen-
tralised DGS are consistent and an instance of test data provided
by one government entity (e.g., a test person) has a valid and
meaningful match among the test data of another government
entity (see Figure 2).

The growing number of projects where proactive services are
developed indicates that the test dataset cannot be a static one.
Proactive digital services often rely on certain life events that
may also be received from data services. Such events may be
used as triggers for proactively offering services and benefits to
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clients, citizens, or residents instead of them applying for these
services and benefits. Therefore, any e-Government test data
used as input for testing proactive services should have an evo-
lution logic similar to real-life raw data used in production.

3 | Related Work

Due to the need to protect personal data and, in some cases,
also the lack of real-life raw data, there is an active area of
research that seeks effective methods for generating synthetic
data. It is not only the discipline of software testing that re-
quires data that closely resemble real-life raw data, but where
all personal data that may lead to the identification of an
individual is removed; this includes domains such as public
health, digital forensics, finance and banking, government
and public services (Tozluoglu et al. 2023), retail and e-
commerce, urban planning, social sciences, and so on. As a re-
sult, there are demographic data population datasets that have
been created as part of governmental initiatives. Different ap-
proaches are used for generating these datasets. For example,
statistical approaches are used by the Urban Institute (Pickens
et al. 2023).2 Another example of a statistical-based approach
is described in SIPHER Synthetic Population, a dataset that
provides a digital twin of the adult population to analyse
the impacts of proposed policy changes.® Regarding statisti-
cal approaches, de Mooij et al. (2024) present a method and
tool for creating synthetic demographic populations with-
out using detailed samples but using distributions of aggre-
gated data that reflect spatial, multivariable, and household
distributions. The authors do not consider the evolution of
individual data over time. Soltana et al. (2017) improved ex-
isting usage profiles that mainly focused on embedded and
web-based system modelling by using state-machine-like no-
tations (e.g., Markov chains). Their work addresses systems
where behaviour is driven by complex, interdependent data
that is subject to complex logical constraints, advocating for
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FIGURE2 | Compatibility of test data among different government entities in a decentralised DGS.

an enhanced data schema with probabilistic information and
constraints as a more natural fit for encoding usage profiles.
Again, the evolution of synthetic data is not considered. In the
work by Prédhumeau and Manley (2023), the authors do con-
sider evolution, and they also use only publicly available real
data as the foundation for generating their synthetic popula-
tion dataset for Canada based on census data and population
projections. The authors preserve the privacy by applying sev-
eral techniques (even though they only use publicly available
datasets), however, the evolution of concrete individuals is
not considered as the synthetic population is generated inde-
pendently for each year (2016, 2021, 2023, and 2030).

Another very relevant area is related to health demographics,
where data can follow (i) a tabular structure, (ii) is synthetically
generated text from medical records, or (iii) it is related to image
generation in the health domain. It is particularly relevant to the
work around the generation of Electronic Health Records (EHR)
where several tools are available, for example, helping to model
the spread of infectious diseases and evaluate the effectiveness
of interventions. Ash (2017), as part of his doctoral dissertation
provides an open-source toolkit to perform synthetic generation
and de-identification of human person demographics in the
health domain in tabular form. However the evolution is not re-
ally considered. Another example is the EHR-Safe framework
by Yoon et al. (2023). It produces EHR data using generative
adversarial networks (GANs), ensuring both high-fidelity and
privacy-preserving synthetic data.

Another possible area of application is related to Machine
Learning (ML), for testing applications or models. One domain in
which this is very relevant is related to fairness in machine learn-
ing Rabonato and Berton (2024). Traditional fairness approaches
require demographic data such as race and gender, but these data
can be problematic due to inaccuracies or privacy concerns. This
area of research would also benefit from approaches that gener-
ate synthetic data. Ashurst and Weller (2023) survey also briefly
summarises methods to achieve fairness in machine learning
without demographic data. Endres et al. (2022) work focused on
providing a comparative analysis of different generative models.
They observed that most research on generative models has fo-
cused on image generation, with an increasing emphasis on text
data only in recent years. In a more recent work, Bobadilla and

Gutiérrez (2025) describe how Generative Adversarial Networks
(GANSs) have recently been applied in Recommender Systems by
generating augmented data to improve results. Examples include
CFGAN and its versions for generating fake purchase vectors,
Recurrent Neural Networks (RNN) for temporal patterns in
RecGAN, DCFGAN (combined with reinforcement learning),
Conditional GANs (CGAN) for conditional rating generation,
NCGAN for recommendation training after feature extraction
using neural networks, and Hybrid GANs.

The development of ML algorithms relies on training data and is
challenged by data privacy requirements, as stated by Abufadda
and Mansour (2021), who have reviewed a number of models
and studies that proposed generating or using synthetic data for
ML in various medical, scientific, and social fields. This study
lists several synthetic data generation approaches, but provides
only a few insights into each approach listed. There is no evi-
dence that the approaches they identified are able to generate
and evolve synthetic data without using real-life data as input.
They did not analyse the current trend of Large Language
Models (LLMs) for this task, nor did we find relevant approaches
to this technology in our domain, which we intend to explore
as it is discussed later in this review. From this survey, the au-
thors highlighted some works about evolution, such as the work
by Ouyang et al. (2018), which studied the generation of syn-
thetic realistic human location trajectories considering privacy.
Although this domain could be interesting for some government
entities, we are more interested in life events for data evolution.

The survey carried out by Eigenschink et al. (2023) evaluates
deep generative models for synthetic sequential data based on
their representativeness, novelty, realism, diversity, and coher-
ence. The authors concentrate on assessing the similarity of the
generated synthetic data to real-life raw data, which is also very
important in our context. However, another aspect that is rel-
evant to our context, the total avoidance of using real-life raw
data, is not considered in this study. Also, although transformer
models are discussed, LLMs are not explicitly discussed, so the
authors did not find any relevant work about using LLMs for
synthetic data generation in 2023. Following this survey, a close
match is the work by Lee (2018) in which the authors applied
a type of neural network, encoder-decoder model, to generate
fully synthetic EHR for clinical decision support and disease
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surveillance. To generate the model, they used data from around
5.5 million records of emergency department visits, and the au-
thors claim that combined with GANSs, such a model can gen-
erate comprehensive synthetic EHRs ensuring privacy. LLMs
are starting to appear to generate synthetic datasets online, for
example, IndoxGen,* as well as their evaluation defining met-
rics about how to compare datasets, measuring the distance be-
tween real-life raw data and synthetically generated data.’

Also, Gobel et al. (2023) have addressed the large gap between
publicly available datasets and actual needs in the field of digi-
tal forensics and provided a list of available dataset generation
frameworks. Again, the emphasis of this study is not on gener-
ating synthetic data without using any real-life raw data in the
process and the evolution of the synthetically generated individ-
uals in a realistic way.

Our study fills this gap and concentrates on synthetic data gen-
eration approaches that do not use real-life data as input but also
considers its evolution as part of the generation of the synthetic
dataset. Not only generating multiple datasets at different time
intervals, but the individuals that compose the synthetically
generated data can be traced.

4 | Research Methodology

Our research team consists of four researchers. We are using
Kitchenham's guidelines for performing Systematic Literature
Reviews in software engineering for selecting relevant publica-
tions (Kitchenham and Charters 2007).

4.1 | Definitions

In the following, we list definitions of three concepts as we un-
derstand them in the context of our study.

+ Real-life raw data: This refers to data that is created, gath-
ered, and processed in real-world settings and that is not
publicly available. In our context, real-life raw data does
not include real-life datasets, statistics, or other types of
microdata that have been made publicly available. It also
does not include the publicly available knowledge or de-
scriptions of real-life raw data, if it is used for synthetic
data generation, without having any access to the actual
real-life raw data.

+ Synthetic test data: This refers to artificially created test
data that can be used to replace real-life raw data in high-
level system testing.

« Evolving synthetic test data: This refers to transforming the
generated synthetic test data over time and in doing so pre-
serving a set of essential attributes of data object instances,
for example, the relationships between two or more data
subject instances.

4.2 | Research Question

To meet the objective of this study, the research question (RQ) is:

What methods exist for generating and evolving synthetic test
data that imitate real-life data without using the respective real-
life raw data as input?

The aspects of interest related to our RQ are:

« Type and characteristics of input data used for synthetic test
data generation.

« Description of synthetic test data generated.

« Data evolution ability of synthetic test data generation
methods.

We are particularly interested in exploring test data generation
methods that do not require real-life raw data, yet can generate
synthetic test data that closely resembles real-life raw data. In
addition, we aim to generate synthetic test data that evolves in a
manner closely resembling the evolution of real-life raw data.
The evolution of synthetic data can thereby be achieved through
different approaches, depending on the context, goal, or research
question. Time-series forecasting of movements or events related
to one specific entity allows this entity to evolve over time (Gohari
et al. 2024). Population-based evolution mainly relies on evolution-
ary algorithms to evolve a population (Chaudhary et al. 2019), but
the individual entities, as well as the relationships between these
entities, are mostly not preserved. We are interested in exploring
both of these key evolution types in the context of synthetic data
evolution.

4.3 | Search for Publications

Inspired by the guidelines of Kitchenham and Charters (2007),
the research question is broken down into individual facets (also
considering the PICo criteria® for qualitative research used for
defining the facets, after which a list of synonyms and alterna-
tive spellings is created). Before conducting the actual search,
trial research strings are created and tested against a list of al-
ready known primary studies. The research question facets that
are defined as too restrictive while testing trial research strings
were removed from the final research strings and included as
conditions in the inclusion and exclusion criteria.

Additionally, the list of synonyms is fine-tuned with the help
of wordfreq (Speer 2022), a Python library for looking up the
frequencies of words in many languages, based on many sources
of data. This library defines the most frequent keywords describ-
ing the Problem, Phenomenon of interest, and Context used in
reference articles and it helps the authors to define and include
the most important keywords in the search strings.

The following search strings were used:

o Search string used on IEEE Xplore: (Advanced search —
Command search (Boolean/Phrase): (‘software test* OR ‘soft-
ware quality’ OR ‘quality control’ OR ‘quality assurance’) AND
(‘synthetic data* OR ‘data synthesis’ OR ‘artificial data® OR
‘synthetically generated data’ OR ‘random data generation’))

o Search string used on ACM Digital Library: (Advanced
search — The ACM Full-Text collection — Search within
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Anywhere): (‘software test® OR ‘software quality’ OR
‘quality control’ OR ‘quality assurance’) AND (‘synthetic
data* OR ‘data synthesis’ OR ‘artificial data’ OR ‘synthet-
ically generated data’ OR ‘random data generation’)

+ Search string used on Scopus: (Search — Refine search —
Subject area: limit to Computer Science): (‘software test*
OR ‘software quality’ OR ‘quality control’ OR ‘quality as-
surance’) AND (‘synthetic data*’ OR ‘data synthesis’ OR ‘ar-
tificial data’ OR ‘synthetically generated data’ OR ‘random
data generation’)

After conducting the database search for RQ, all publications
found with the search are immediately exported to the Zotero
reference management tool” where every search result receives
a unique ID. For further analysis, the results are exported from
Zotero to a shared spreadsheet database that is used as the main
working document by all four researchers.

All duplicates are identified and removed before proceeding
with the Title and Abstract Analysis.

4.4 | Title and Abstract Analysis

Once we had all returned publications stored in Zotero and all
duplicates removed, we proceeded with the Title and Abstract
Analysis stage of our systematic review to narrow down the
initial pool of publications. The Title and Abstract Analysis
stage was designed to efficiently filter out publications that did
not meet our inclusion criteria while ensuring that potentially
relevant publications were retained for in-depth examination.
It consisted of two main steps: (1) filtering publications based
on predefined Exclusion Criteria and (2) selecting publications
for full-text analysis using Inclusion Criteria, both detailed as
follows.

« Filtering of Publications based on Exclusion Criteria:
Exclusion Criteria are applied to every unique publica-
tion found with the search. The purpose of applying the
Exclusion Criteria first is to efficiently exclude publications
that cannot be included for Full Text Analysis.

 Inclusion of Publications for Full Text Analysis: in the
Inclusion for Full Text Analysis step, only the Title and
Abstract of publications are read and analysed with regard
to our two Inclusion Criteria. To be included for Full Text
Analysis, the publication has to be a primary study that
meets both of our two Inclusion Criteria.

Every publication included for Full Text Analysis is given a
unique ID (P for Publication + number).

The Exclusion and Inclusion Criteria used are provided in
Tables 1 and 2.

4.5 | Full Text Analysis

After completing the Title and Abstract Analysis, we pro-

ceeded with the Full Text Analysis stage. It consisted of two
main steps: (1) filtering out additional publications that,

TABLE1 | Exclusion criteria.

ID Exclusion criteria

E1 Book, book section, or a conference review:
Justification: this study aims to define approaches
that are described with enough detail and quality

that they are published in research papers

E2 Full text is not available. Justification: it is not
possible to extract the data necessary for our
study from a publication that is not available
in full. By ‘not available’ we mean ‘it cannot

be accessed under our existing licences, and it
cannot also be purchased separately online’

E3 Full text is not available in English. Justification:
although translation services and software
are available for most languages worldwide,
we cannot be certain that all technical
details are presented correctly if the authors
themselves do not translate the paper

TABLE 2 | Inclusion criteria.

ID Inclusion criteria

nn The publication must mainly suggest and
describe an approach or approaches for real-
life-like synthetic test data generation

Justification: papers that are not mainly
concentrated on real-life-like synthetic test
data generation are not likely to provide
us with enough information to be able to
use the approach in our next study

12 No real-life raw data must be required
as input or training data in any step of
the test data synthesis process

Justification: approaches that use statistics,
publicly available metadata, or any other
means that do not require direct access to
actual real-life raw data are to be defined

after reading the full text, had to be excluded based on our
Exclusion Criteria or that did not meet our Inclusion Criteria,
and (2) extracting data from all included publications, both
detailed as follows.

» Exclusion of Publications: In case there are secondary stud-
ies that were not identified in the previous stage, they will be
identified and removed from further analysis. The remain-
ing publications are re-assessed based on our Exclusion
and Inclusion criteria to define those where proper exclu-
sion was not possible based on the Title and Abstract only.
If a publication gets excluded in this step, the prefix of the
unique ID is changed from ‘P’ to ‘Ex’. All publications that
are not excluded in this step are selected for further analysis.

« Data Extraction: Conceptually, data extraction from the in-
cluded publications focuses on data extraction items related to
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(i) study description, (ii) answers related to our RQ, (iii) quality
of the publication, and (iv) maturity of the proposed approach.

The Quality Criteria used for assessing the quality of the publi-
cation (iii) are provided in Appendix A.

4.6 | Data Synthesis

To find an appropriate method for synthesising our ex-
tracted data, we have looked in the toolbox of Qualitative
Data Synthesis (QDS) which is based on identifying common
themes across qualitative studies to create a great degree of
conceptual development compared with narrative reviews
(Hollier 2018). One example of QDS is Thematic Synthesis,
a straightforward method with clearly described steps
(Flemming and Noyes 2021; Thomas and Harden 2008) where
data synthesis is traditionally carried out in several stages.
The following stages are used in our study:

1. Line-by-line coding of the findings of the individual studies:
a mixed approach is used as the data extraction sheet in-
cludes some classifications that are defined based on our
domain knowledge. Additional coding is done for extracted
data items that contain free text.

2. Development of descriptive themes: reviewers group the cre-
ated codes into a hierarchical tree structure based on code
similarities and differences.

5 | Results
5.1 | Results of the Search for Publications

Our search across the three selected databases produced a list
of 1013 publications. Table 3 shows the number of publications
found in each of the digital libraries used.

All publications were imported into Zotero and organised
into three separate folders. Among the full list of publications
(1013), 45 duplicates were identified and removed from further
analysis.

5.2 | Results of the Title and Abstract Analysis

The first step of the Title and Abstract Analysis involved pre-
selecting publications and excluding those that did not meet our
Exclusion Criteria for Full Text analysis. The following number
of publications were excluded:

TABLE 3 | Digital libraries used.
Digital library URL # of papers
IEEE Explore https://ieeexplore. 210
ieee.org/
ACM DL https://dl.acm.org/ 402
SCOPUS https://www.scopus.com/ 401

« E1:127 books or book sections excluded.

« E2:20 publications were excluded because the full text was
not available.

« E3: 2 publications were excluded because the full text was
not available in English.

After excluding 149 publications in the pre-selection stage, we
continued our analysis with a list of 819 and proceeded with
evaluating each publication based on our Inclusion Criteria. To
include a publication for Full Text Analysis, it had to be a pri-
mary study where both of our two Inclusion Criteria had to be
fulfilled.

We quickly discovered that I2 was often difficult to evaluate
based on Title and Abstract only, therefore in order to not lose
any relevant findings, we decided to include all findings where it
was not clearly understandable from the Title and Abstract that
real-life data is used as input for the suggested approach.

« I1: 686 publications were not included because it was ev-
ident from the Title and Abstract that they do not suggest
or describe an approach or approaches for generating syn-
thetic test data that resembles real-life data.

« 12: 58 publications were not included because it was clear
from the Title and Abstract that real-life raw data is re-
quired as input or training data in the test data synthesis
process.

As a result of the Title and Abstract analysis, 75 publications
were included for Full Text Analysis and Data Extraction.

5.3 | Results of the Full Text Analysis

After reading the full texts, it was clear that nine of the publica-
tions (Ex30, Ex38, Ex39, Ex40, Ex44, Ex45, Ex46, Ex54, Ex63)
did not suggest any novel synthetic data generation approach
as required in I1, therefore, they were excluded from the
final selection. Additionally, another 29 of the included pub-
lications suggest a synthetic data generation approach where
real-life raw data is used as input for generating synthetic data.
Consequently, these 29 papers were also excluded based on 12.

Therefore, 38 publications in total were excluded in the Full Text
Analysis stage, leaving 37 publications available for synthesis
of the extracted data. The process followed for selecting these
37 publications is illustrated in Figure 3. The representation of
the process is inspired by the PRISMA (Page et al. 2021) flow
diagram.

The demographics of these 37 selected publications are provided
in Appendix B.

5.4 | Answer to the RQ—Results of the Synthesis
of Extracted Data

We were prepared for the possibility of not finding a publication
that provides us an answer for our whole RQ ‘What methods
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FIGURE 3

exist for generating and evolving synthetic test data that imitate
real-life data without using the respective real-life raw data as
input?’ Nevertheless, we were hoping that there were existing
approaches that answer it partly.

Therefore, we have split our RQ into individual RQ facets. The
purpose is to look for answers with each one of these facets and
to find out, which are the selected publications that answer the
most of them.

5.4.1 | What Methods Exist for Generating Synthetic
Test Data?

Our first Inclusion Criterion (I1) was designed as our ‘line of
defense’ for not selecting publications that do not even suggest
a novel synthetic data generation approach. Therefore, all of our
37 selected publications provide an answer to the RQ facet “‘What
methods exist for generating real-life-like synthetic test data?’

We have categorised the different types of approaches presented
in the 37 selected studies as follows:

» Rule-Based generation: approaches where synthetic test
data is generated based on specific user-defined rules, or

968 publications included
for Title and Abstract Analysis

Title and
Abstract
Analysis

Inclusion of Publications

29 publications not included
because 12 not fulfilled

]

686 publications 58 publications

75 publications included N N
notincluded notincluded

for Full Text Analysis

Full Text
Analysis

37 selected publications

| Results of the title and abstract analysis and the full text analysis.

where the source code or the System Under Test (SUT)
is used for defining the rules for synthetic test data
generation.

« Evolutionary Algorithms: Algorithms that are based on the
idea of evolution, for example Genetic Algorithms.

 Classification/Regression Models: Algorithms that generate
synthetic test data based on previously trained classifica-
tion/regression models.

« Deep Learning: Neural Networks with multiple layers of in-
terconnected nodes, also referred to as neurons or units.

« Image/Video Rendering Tools: approaches where synthetic
test data is created by using image and/or video rendering
tools.

« Simulation Environments: approaches where synthetic test
data is created by using simulation environments.

« Other: types of approaches that were suggested only once in
our population of 37 publications.

There were a few cases where a suggested approach seemed
to combine more than one method. For example, the approach
suggested in P30 was classified as ‘Rule-Based generation’, but
there remains the question if the tool developed by the authors
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might also use a Search-Based algorithm, as meta-heuristics
are used in the induction of the rules. In order to avoid unnec-
essary complexity in categorising the types of approaches, we
looked at this question from the viewpoint of the user of the
approach and asked ourselves how the user of this approach
would identify it. Would the user need to know the ‘business
logic’ to be able to create rules? Or understand how a search
problem is solved? Or maybe have to have access to training
data to train a model? The answers to these questions helped
us identify the most relevant category from the user's point
of view.

A total of 13 studies suggested a synthetic test data generation
approach based on rules. This includes Web Services Description
Language (WSDL) specifications (P01), information from spec-
ification/implementation or other formal requirements (P02,
P07, P11, P19, P20, P53, P67, P69, P74, P75), tokens and gram-
mar rules (P03), and UML diagrams and OCL constraints (P28).

The category of Evolutionary Algorithms includes five sug-
gested approaches. Genetic Algorithms (P06, P08, P09, P13)e.g.,
Search-based mutation testing (P05), are used in all cases.

We identified two cases where Classification/Regression
Algorithms were used. A white-box regression model was sug-
gested, where the structure of the model is available and can be
used for test case generation (P12). Another publication (P62) of-
fered a solution for classifying datasets that have great variabil-
ity in the number of attributes, types of attributes, and number
of class values.

The Deep Learning category includes five approaches where
Deep Neural Networks (P29) or GANs (P36, P49, P58, P66) are
used for synthetic data generation.

Image/Video Rendering Tools were used in three studies. One
publication (P15) used both commercial, and open-source soft-
ware for synthesising a 3D scene model with a city model and pe-
destrians and another publication (P55) combined two existing
image rendering tools to synthetically generate facial data. In
our third approach in this category, CAD models were combined
with physical objects (P31) to generate data for manufacturing.

In the Simulation Environments category, we had an approach
called SynTiSeD (P37) where simulation environments were
used to synthesise energy consumption data. We also identified
an approach SoccER (P57) that was built on the existing upon
the Gameplay Football simulator and used to simulate football
games with synthetic data. Our third selected publication in this
category used simulation for creating datasets for the evaluation
of Multi-Target Regression and Multi-Label Classification meth-
ods (P68).

The types of approaches that occurred only once among our 37
selected publications, including one paper where data obfuscation
was used (P23), were assigned to the Other category. There are six
approaches in total in this category, and they include:

» A publication (P10) that aimed to evaluate the performance
of the hill climbing search algorithm compared to random
test data generation in a very specific context.

« A Successive Random Addition (SRA) method for creating
synthetic weather patterns (P16).

« A publication where synthetic training data with various
types was created to train an aspect-based sentiment analy-
sis model (P23).

« An approach called BackTranScription (BTS) that was sug-
gested by the authors in their previous work and used for
synthesising speech in Korean (P33).

+ A Domain-Specific Language (DSL) called Steveflex
that was designed for creating synthetic data to test data-
intensive software systems (P43).

« A generative hierarchical probabilistic dynamic model was
proposed that explicitly models large spatial and temporal
variations in human motion sequences (P50).

The purpose of generating synthetic test data with the suggested
approaches was in roughly half of the selected publications (19)
to facilitate software testing at different levels, from unit test-
ing to high-level system testing. Other purposes included e.g.,
generation of training data for Deep Neural Networks, assess-
ing or controlling the quality of certain domain-specific data,
evaluating specific algorithms or models, system development
in general, or research.

Specific limitations related to the suggested approaches were
mentioned in 17 of the included publications. The limitations
were concerning (i) the computational resources required for
synthetic data generation, (ii) the performance of the suggested
approach or tool, (iii) the limited types of output data that can be
generated, and (iv) the quality of synthesised data. There are 20
studies that did not mention any limitations related to the sug-
gested approaches.

5.4.2 | What Methods Exist for Evolving Synthetic Test
Data?

In order to answer this facet of our RQ, we first had to clearly
define the meaning of ‘evolving synthetic test data’ in our
context. A definition is given in the Subsection 4.1, and it is
important to note that it refers to the evolution of a set of syn-
thetic data that is already created. This means, that in our
context, data evolution cannot be a part of the synthetic data
generation process. It is an independent process that can start
only once the original synthetic test dataset is fully generated
and its quality verified. Based on these thoughts, we were able
to rule out Evolutionary Algorithms that were used for syn-
thetic data generation as well as any other means of evolution
that were not designed as an ongoing process for constantly
evolving the synthetic test data.

Among our 37 selected publications, we identified only two stud-
ies that provided an answer to our RQ-facet “‘What methods exist
for evolving synthetic test data?’ (see Figure 6). Both studies are
a part of the same research at the University of Oslo, Norway, in
cooperation with Testify AS. The context of this research is in
fact very similar to ours, as it was aimed at finding a solution for
synthesising and evolving test data that imitates the actual data
in the Norwegian National Registry.
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The first one of the two publications (P66) was published in
2019 and suggests Multi-layer Recurrent Neural Networks for
simulating life events (e.g., births, marriages, deaths) that are
used to evolve the initial synthetic dataset that was created in
the same publication. Although not specifically mentioned, it
is likely that this approach is able to preserve essential attri-
butes of data object instances. The training dataset that was
used in this study was collected from a test environment of the
Norwegian National Registry. The training dataset itself was
therefore synthetic and generated in the course of several years
either manually or through the execution of automated test
suites. As a result, the statistical characteristics of this dataset
were very different from those of the real Norwegian National
Registry data.

The same authors have suggested a new approach (P43) in 2023
where a DSL model was used for synthetic data generation. The
DSL model was retrained on a quarterly basis on a training
corpus that was composed of 100days of production data that
they had access to. Retraining the model on actual production
data and regeneration of the whole synthetic dataset allowed to
evolve the generated synthetic data on a quarterly basis. From
the paper, it is not clear to us if essential attributes of data object
instances were preserved, or if this evolution approach would
allow them to be preserved.

5.4.3 | What Methods Exist for Generating and/
or Evolving Synthetic Test Data That Imitate Real-Life
Data?

Answering this RQ-facet was challenging, as there were not
many of the selected publications that included a thorough de-
scription of the synthetic data that was generated. Based on the

data extracted from our selected publications, we defined two
categories:

o Real-life like data: the publication included information
about the generated synthetic data being real-life like.

« NA: the publication included no or not enough information
about the generated synthetic data being real-life like.

As shown in Figure 4, there were 24 studies among our 37 se-
lected publications where we could identify that the generated
synthetic data imitated real-life data. In this context, it is im-
portant to note that we were not in the position to evaluate the
synthetic data ourselves and this decision was therefore made
solely based on the information provided by the authors of the
studies. In 13 studies, it was unclear if synthetic data was actu-
ally produced or if it was real-life like. We found that the most
comprehensive descriptions of the synthetic data were in the
studies where synthetic or semi-synthetic images were gener-
ated. These descriptions were created during the validation or
evaluation of the approach.

The two categories of generated synthetic data were distributed
among the types of approaches shown in Figure 4.

5.4.4 | What Methods Exist for Generating and/
or Evolving Synthetic Test Data Without Using Real-Life
Raw Data as Input?

In the Title and Abstract Analysis and Full Text Analysis stages,
we excluded all publications that suggested synthetic data
generation approaches where real-life data is needed as input.
In order to get a better understanding of what our 37 selected
publications require as input when generating and/or evolving
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S > > o
® «Q‘e\ «‘3‘%\ &
¥ S S <
& o o ¥
@% O ) P
© ¥ v &
Q & N Q
) Vg N
4F S 2
R O &
V‘c S & S
N N < N
Q o & &
< N Q)
N \,\Y
¥ N
&
N
2
¥
Q\/

FIGURE4 | Type of approach—output data.

10 of 24

Expert Systems, 2025



Noinputdata H Source code/SUT

M Existing test or training datasets W Random data

~ ~ ~
- - - - - - e
- 11 -1 - A o1 -1 -1h
S o % o 5 <& S &
< /\\(\\r\ «Q‘e\ S o <& A Q
X S S T S N v o
& o 9 <) ) o S
~ 9 9 & N
e‘o A Q A 3
v v < 3 R
o N S > o
& W o Q < &
S S D S v
& ~N & N Q
S N ‘v(ﬁ Q &
Q O & & N
< O% © )
& S
NS
&
Wy
60"
™
FIGURES5 | Type of approach—input data.
AB,C
A,B
. a P43, P66
...and evolving synthetic test
data...
AB,D
P43, P66
ACB
A AC
What methods exist for generating... ...that imitate real-life data... TS AB,CD
P01, PO2, PO3, POS5, PO6, P07, P08, P09, P10, P11, P12, P13,
P15, P16, P19, P20, P23, P28, P29, P31, P33,P36, P37, P43, P49, PO1, P03, PO5, P06, P08, PO, P15, P16, P19, P28, P31, P33, P36, AC,D
P50, P53, PS5, P57, PS8, P62, P66, P67, P68, P69, P74, P75 P37, P43, P50, P53, P55, P57, P66, P67, P68,P6, P75
PO1, P03, P16, P28, P53,
P55, P68, P69, P75
AD,B
AD . : .
...without using the respective real-
life raw data as input?
PO1, PO3, PO7, P11, P13, P16, P20, P28,P53, P55, P57, P68, P69, P75 AD,C

FIGURE 6

Answers to RQ-facets.

synthetic data, we classified the data item ‘input data that is
used as a starting point’ using the following categories:

« No input data: synthetic data is generated either according
to specific rules defined by the user or with the help of any
other means that do not require access to domain-specific
data or source code.

PO, PO3, P16,P28, P53,
P55, P68, P69, P75

Source code/SUT: access to the source code of the SUT is
required.

Existing test-or training datasets: access to already existing
test data of the SUT is required or publicly available test or
training data is used, for example the Iris dataset from the
UCI Machine Learning Repository (Fisher 1988).
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« Random data: data of pre-defined data type (e.g., string,
integer) is created randomly without access to domain-
specific data or source code.

It is important to note that although no real-life data was used
in the studies that relied on publicly available test or training
datasets when validating or evaluating their approaches, it is
not possible to apply them to real-life systems without gaining
access to real-life data. Therefore, these approaches cannot be
considered as an answer to the RQ-facet “What methods exist
for generating and/or evolving synthetic test data without using
real-life data as input?’

The same applies to approaches that require access to the ac-
tual source code of the SUT. In our context, having access to the
source code of the SUT cannot define the data that is coming
in from external e-Government services. Therefore, in order to
synthesise incoming data, these approaches would need access
to real-life data, or they would need to be combined with an-
other approach.

Based on these two considerations, our RQ-facet “What meth-
ods exist for generating and/or evolving synthetic test data
without using real-life data as input?’ can only be answered
with selected publications where either no input data or ran-
dom data is required as input for the suggested data synthesis
approaches.

As shown in Figure 5, this is an important limitation that
almost entirely excludes the possibility of using Machine
Learning approaches that have proven to be very effective
for generating large amounts of realistic test data. The limita-
tion is to some extent also relevant to using Large Language
Models (LLMs). Therefore, among our 37 selected publica-
tions, we were able to identify only 14 approaches that provide
an answer for the RQ-facet “What methods exist for generating
and/or evolving synthetic test data without using real-life data
as input?’

5.4.5 | What Methods Exist for Generating

and Evolving Synthetic Test Data That Imitate Specific
Real-Life Data Without Using the Respective Real-Life
Data as Input?

There was no approach suggested among our selected publica-
tions that provided an answer to all our four RQ-facets. There
were however nine publications that came close by answering
three out of our four RQ-facets, only missing one single solution
for data evolution (see Figure 6).

The majority of the nine publications suggested a Rule-based
Generation approach that required no input data (P01, P03, P28,
P53, P69 and P75). One approach was based on the Successive
Random Addition (SRA) method (P16) and the final two used
Image/video rendering tools (P55) and Simulation environ-
ments (P68).

Four out of the nine publications stood out in our Quality
Assessment where both (P28) or at least one of the researchers

(P53, P55, P69) decided that all of our four Quality Assessment
Criteria can be graded as ‘Yes.’

Two out of the nine publications, P01 and P68, received poor
evaluations. P01 was marked with a ‘No’ for every Quality
Assessment Criteria by one of the researchers, and P68 was
commented on as a ‘very poor paper’ by a researcher. The first
publication (P01) proposed a testing technique that integrated
an external test-case generator into a Property-Based Testing
(PBT) tool in order to combine the features of two test-case
generation strategies. Rules derived from WSDL descriptions
are used as input for generating synthetic test data. The sec-
ond publication with Quality Assessment results below aver-
age (2/4 from Researcher 1, and 1/4 from Researcher 2) and
poor researcher comments (P68) was the only one in our 37
selected publications that was not published in peer-reviewed
conferences or journals. It is a short paper consisting of
12pages including References and Appendices, and it aims
to use simulation for generating synthetic datasets with de-
sired properties (number of examples, data changes events)
for the evaluation of Multi-Target Regression and Multi-Label
Classification methods.

All nine studies showed at least some validation and/or evalua-
tion efforts with regard to the suggested approaches. There were
publications where it was clear to the researchers if and how
the validation and evaluation was done (e.g., P28, P53) as well
as those where this information was presented rather vaguely
(P68, P75).

Six out of the nine studies used tool support (P01, P03, P28, P53,
P55, P69) when generating synthetic data, and for two studies
the tool was accessible for the researchers at the time of this re-
view (P28, P53).

« POI: Rule-based generation of test cases. Might be usable
to some extent when generating synthetic data based on
WSDL descriptions. Limitations of the approach were
described, and they were related to computational re-
sources required. Poor Quality Assessment results from
one Researcher (3/4 Researcher 1, 0/4 Researcher 2). Tool
support was used when generating synthetic test data
(MoMuT? and FsCheck?), although the tools are available
but there was no proper description of its replicability
(conference paper).

« P03: An integration of grammar-based testing in a frame-
work for contract-based testing in PHP. No limitations de-
scribed. Quality Assessment results 3/4 (Researcher 1), 1/4
(Researcher 2). Tool support was used (Praspel), but the
website that was referenced in the publication as the loca-
tion of the tool did not include it. Also, the tool does not
seem to be active.

o PI6: The Successive Random Addition (SRA) (Liu
et al. 2004) was used for synthetic data generation with the
purpose of assessing spatio-temporal data quality. Quality
Assessment results were average (2/4). No limitations and
no tool support was described.

« P28: This publication suggested an approach based on
Unified Modelling Language (UML) and OCL (Object
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Constrain Language) constraint solving that can generate
synthetic data for system testing. OCL constrains solvers,
an important part of model-driven engineering (MDE),
allow us to find solutions to constraints expressed in OCL.
The publication received the highest possible Quality
Assessment score from both Researchers (4/4). Limitations
were described, and they are imposed by the constraint
solver that might not always be exhaustive and find a
solution. Tool support was provided, and the PLEDGE
(Practical and Efficient Data GEnerator for UML) tool
was available on GitHub but it seems to be not active at the
time of this review.

« P53: This publication proposed a new synthetic data gen-
erator that was able to generate three-way datasets with
planted triclusters (where values are correlated across
the three dimensions (observations times features times
contexts)) where the user could define several proper-
ties regarding the dataset and the planted solutions.
The publication received maximal Quality Assessment
results from one Researcher, 2/4 (Researcher 1) and 4/4
(Researcher 2). Limitations were discussed, and they are
related to computational resources required for synthe-
sising data with this approach. The publication proposed
tool support G-Tric!! and the tool was accessible at the
time of this review.

 P55:Inthis publication, two existing tools were combined to
synthetically generate facial data. The publication received
maximal Quality Assessment results from one Researcher,
2/4 (Researcher 1) and 4/4 (Researcher 2). No limitations
were described. Existing image rendering tools (iClone,
Blender 3D) were used for synthetic data generation.

« P68: This publication uses simulation for generating
synthetic datasets with desired properties (number of
examples, data changes events) for the evaluation of
Multi-Target Regression and Multi-Label Classification
methods. Quality Assessment results are below average
(2/4 Researcher 1, 1/4 Researcher 2). The limitation of
this approach is the limited number of inputs and outputs.
Tool support is not described.

» P69: This paper focuses on automatically generating valid
test input data for jUnit tests based on the provided Design
by Contract (Meyer 1997) specification and with the help
of mocking. The publication received half the marks in
Quality Assessment results from one researcher and maxi-
mal from the other (2/4 Researcher 1 and 4/4 Researcher 2).
Limitations are related to the performance of the suggested
approach and the quality of generated synthetic data. Tool
support is not described.

« P75: This publication describes a Rule-based software test
data generation approach that is proposed as an alternative
to either path/predicate analysis or random data genera-
tion. It was the oldest publication that was found with our
search strings, as it was published in 1991. The publication
received a Quality Assessment score of 3/4. No limitations
and no tool support were described in this publication.

We publicly provide the spreadsheets used for the analysis of
both steps, that is, Title and Abstract Analysis worksheet as well

as the data extraction sheet used for the Full Text Analysis on
Figshare.!?

6 | Limitations and Threats to Validity

Building on the reflections presented in the work of Verdecchia
et al. (2023), Lago et al. (2024), we systematically identified the
limitations of our study and the associated Threats to Validity
(TTV), as well as the causal relationships between these two as-
pects. In our context, limitations refer to the inherent constraints
of the study's scope and design, whereas TTV represent the po-
tential consequences of these constraints on the credibility and
generalizability of our findings. By explicitly analysing these rela-
tionships, we aim to provide transparency regarding the robust-
ness of our methodology and the reliability of our conclusions.

From the variety of existing types of threats, we have defined
and discussed those that are relevant to our research method.
They are defined as follows:

o Internal Validity examines whether an experimental treat-
ment/condition makes a difference, and whether there is
evidence to support a claim.

« External Validity concerns itself with whether the results
can be generalised (Ampatzoglou et al. 2019).

The list of Limitations and the resulting TTV together with ap-
propriate mitigation strategies (where applicable) is provided in
Tables 4 and 5. The column ‘Conclusion’ in Table 5 states if a
TTV was accepted as it is or if actions were taken to reduce the
effectof a TTV.

7 | Discussion

As stated previously, our study aims to identify existing syn-
thetic test data generation approaches that can be used in
real-life context without having access to real-life raw data. In
addition, we are interested in the ability of these approaches to
evolve the generated synthetic data. Considering that our re-
search question “What methods exist for generating and evolv-
ing synthetic test data that imitate real-life data without using
the respective real-life raw data as input?” is quite restrictive,
it is not surprising that our set of selected publications includes
only 37 studies. Considering that software testing is not a new
discipline and the need for test data has been there for decades,
it is interesting that the majority of our selected publications
(25) were published after 2015. It might be related to the fact
that we were specifically looking for approaches where real-life
raw data is not used in any step of the process. It is also quite
recently that following the GDPR (European Union 2016) that
dates back to 2016 and entered into force in 2018, many coun-
tries are enforcing stricter personal data protection laws. This
has made access to real-life raw data increasingly complicated
in the field of software testing.

On the other hand, it shows that it is important to find efficient
methods for creating fully synthetic test data without having ac-
cess to actual real-life raw data.
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TABLE 4 | Limitations and threats to validity.

Limitation

Threats to internal validity

Threats to external validity

A limited number of databases were searched in
this review

IV1: The list of papers found may —
not be the full list of papers available

in the world that answer our RQ

The Exclusion and Inclusion of papers based
on Title and Abstract was done mostly by the
Principal Researcher

Data extraction is done by Researchers and not
automated, therefore it is to some extent subjective

The keywords describing the Population were not
included in the Search String as they made the
Search String too restrictive

There are no standard criteria and metrics for
Quality Assessment in secondary studies

1V2: Exclusion and inclusion results —
may be based on biased decisions

1V3: Data extraction results may be —
biased and miss important data

— EV1: The results of this review
may not be transferrable to
other similar Populations

1V4: The choice and usage of —
Quality Criteria may be arbitrary

Two studies among our 37 selected publications suggest a syn-
thetic data generation approach as well as a synthetic data evo-
lution approach. Surprisingly, both studies share three authors
from the University of Oslo, Norway, who are working in co-
operation with Testify AS for a goal very similar to ours, that
is, generating and evolving synthetic data for testing Digital
Government Services. The authors start out without using actual
real-life data from the Norwegian National Registry in 2019 and
suggest Multi-layer Recurrent Neural Networks that are trained
on synthetic test data. They also admit that the statistical char-
acteristics of their training data are different from the real-life
raw data that is processed by the Norwegian National Registry.
Four years later, in 2023, the same authors have switched over to
using real-life raw data for training their suggested DSL model.
This sequence of events illustrates the complex challenge of gen-
erating synthetic data without using actual real-life raw data as
input, as well as the importance of creating synthetic data that
closely resembles real-life raw data. It also demonstrates that
generating and evolving synthetic data for testing e-Government
services is an important topic relevant in many countries where
these services are widely used. Not only that, considering that
many governments are on the digitization path, the number of
these countries is likely to increase soon.

Although our strict Inclusion Criteria helped us to select only
studies where no real-life raw data is used as input when gen-
erating synthetic data, answering our RQ-facet concerning
input data forces us to really think about how approaches that
are validated or evaluated only with test or training datasets,
source code or SUT could be applied in the context where no
real-life raw data is available and no access to any source code
or SUT is granted for security reasons. These restrictions cover
other domains that are different from ours, such as images, but
as we also were searching for techniques that can be applied to
our domain, we were more open-minded in that respect. The
test or training datasets, source code, or SUT that are used for
validation and evaluation in these studies cannot help us in real-
life context, only real-life data can. Therefore, we consider these
types of input data to be equivalent to real-life data in our spe-
cific context.

We also realised that although state-of-the-art LLMs are used in
synthetic data generation approaches and tools in the Industry,
there is still not much relevant peer-reviewed research on syn-
thetic data generation and evolution with the help of LLMs. Our
specific context and our strict Exclusion and Inclusion criteria
limit the choice from existing LLM-based approaches even more.

Among our 37 selected publications, none fully address our re-
search question RQ. Nevertheless, nine studies do not include
synthetic data evolution ability but provide an answer for all
three other RQ-facets out of four RQ-facets. Of these nine stud-
ies, there are two that stand out as being of similar context to
ours, showing great Quality Assessment results and Researcher
comments, discussing the limitations of their approaches, and
providing tool support (P28, P53). These two approaches are
good candidates for future work. The sample input files pro-
vided by P28 show this approach has the potential for synthetic
data generation in different domains from e-Government ser-
vices to satellite communication. Although the prototype of
the tool is publicly available, the source code is not publicly
shared and would need to be retrieved before the approach can
be adjusted and implemented for synthetic data generation in
the Estonian e-Government settings. P53 allows the creation
of symbolic and numeric datasets, but the current approach en-
ables only one type to be chosen per dataset. This is an import-
ant limitation when applying this approach to synthetic data
generation in Estonian e-Government settings, considering the
complexity and variety of required synthetic data. Nevertheless,
even when the approach and tool suggested in P53 cannot be
directly applied or even developed further, the idea of describ-
ing events related across several dimensions (three, in this case)
and having properties that evolve with them is interesting and
potentially valuable when creating a synthetic data evolution
approach.

The publications selected were also applied to different domains
such as code or images that are not easily translated into our do-
main, data related to individuals that evolves over time, and life
events. We were hoping that although the domain could differ,
the techniques could still be applied.
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TABLE 5 | TTV mitigation strategies.

TTV # Mitigation strategy Conclusion
V1 The databases (IEEE Explore, ACM DL, and Scopus) The researchers accept the risk of missing some
that are the main sources for quality research in the papers when not searching additional databases
field of Software Testing are selected. They contain and grey literature because it is likely that
papers that have been reviewed and therefore they most of these papers that are not published in
have passed a preliminary quality inspection journals will not meet the Exclusion-, Inclusion-,
Quality-, and Maturity criteria of our study
1v2 To validate the decisions of the Principal Researcher, The researchers accept the risk of possibly not
20 papers were randomly selected for Abstract analysis including up to 15% of publications due to the
and Exclusion/Inclusion of papers by second reviewers stricter Exclusion/Inclusion strategy, because the
The results of the experiment showed that stricter strategy was justified by the experiment
three papers out of 20 were either excluded or
not included by the Principal Researcher but
they were included by a second reviewer
The full text of these three papers were then read by a
second reviewer who decided that the stricter Exclusion/
Inclusion strategy of the Principal Researcher is
justified so that these papers should not be included
V3 To validate the data extraction results of the The Researchers accept the risk of possibly
Principal Researcher, data from X papers having biased data extraction results and missing
was extracted by second reviewers important data because the experiment shows
The extracted data for the data items E-RQ-1, E-RQ- that the risk of failing to define the relevance
2, E-RQ-2.6, E-RQ-3, E-RQ-3.1 and E-RQ-4 that were of papers correctly based on the data extraction
used for defining the relevance of each paper were results of the Principal Researcher is low
therein after compared. There were nine principal
discrepancies that were cleared, and the suggestions
of the Principal Researcher were accepted
1v4 An approach proposed by Dybé and Dingseyr (2008) for The Researchers have taken action to
assessing the quality of Qualitative Research by Principles reduce the effect of this TTV
of Good Practice for conducting Empirical Research in
software engineering were customised and implemented
EV1 Initial testing was done with trial test strings. The results The Researchers have eliminated this TTV by defining

of these tests showed the need to remove the keywords for

the Population in the Exclusion and Inclusion Criteria

Population from the search string because they made the
search string too restrictive. This RQ facet was therefore

included on the Exclusion/Inclusion criteria, as well
as in the process of defining the relevance of papers

We need a metric(s) that tells us about the quality of the data if
the evolution of the metric(s) follows the same value(s). These
metrics would need to compare datasets, how similar two data-
sets are, and using these metrics along the time, if their differ-
ences are maintained.

8 | Conclusions and Future Work

Digital government or e-Government solutions are implemented
and used in many countries in the world to different degrees.
The decentralisation of e-Government solutions, together with
strict personal data protection laws, poses new challenges to
software testers testing these solutions, as test data received
from one e-Government entity must be compatible with test data
received from another e-Government entity. Real-life raw data
processed by all e-Government entities may not be accessible at
all, even for the generation of synthetic data.

We conducted a literature review to identify existing approaches
that can be used for generating real-life like synthetic data with-
out using real-life raw data as input. We were also interested
in finding out if any of the identified approaches is also able to
evolve the generated synthetic data.

We found that although there are many synthetic data genera-
tion approaches available, the majority of them require real-life
raw data when applied in a real-life context. Even worse, in our
case, approaches that generate synthetic data as well as evolve
the generated synthetic data over time are very rare. The ana-
lysed publications reveal a diverse landscape of synthetic test
data generation approaches, categorised into rule-based meth-
ods, evolutionary algorithms, classification/regression models,
deep learning techniques, including GANSs, image/video ren-
dering tools, simulation environments, and unique or hybrid ap-
proaches. While these approaches demonstrate the feasibility of
generating real-life like synthetic data, most approaches require
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access to real-life raw data for training or validation, which
limits their applicability in privacy-sensitive contexts such as e-
Government systems. Only two studies proposed mechanisms
for evolving synthetic data over time, and none fully satisfied
all four facets of our RQ: generation, evolution, realism, and in-
dependence from real-life data. Furthermore, nine approaches
stood out by meeting three of the four RQ facets, primarily rule-
based or simulation-based methods, but they lacked evolution
capabilities. Tool support was reported in several cases (e.g.,
PLEDGE, G-Tric), though availability and maintenance varied.
Common limitations across studies included high computational
costs, limited scalability, and restricted output diversity. These
findings underscore a significant research gap: the absence of
approaches that combine evolution, realism, and privacy com-
pliance without relying on real-life raw data. We were also sur-
prised that generative approaches had not been more widely
explored. This gap highlights the need for future research in this
direction to develop new methods that can generate and evolve
synthetic test data while adhering to strict privacy regulations.

Our future work includes investigating the identified Rule-Based
generation approaches more thoroughly with the perspective to
enhance them by incorporating LLMs to reduce the heavy work-
load that is currently required for manually describing the rules
and constraints for such approaches. We will also investigate if
these approaches could potentially be enhanced with a synthetic
data evolution ability. Another direction to explore is the possi-
bility of combining the synthetic data evolution methods iden-
tified in P43 and P66 with a synthetic data generation approach
that does not use real-life raw data as input. While this study
is limited to the field of software testing, cross-domain appli-
cations are also to be investigated to identify possible relevant
research in other fields of study.
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Appendix A
Quality Assessment

According to Kitchenham and Charters (2007), it is critical to assess
the quality of primary studies, in addition to using general inclusion
and exclusion criteria. Quality assessment (QA) of studies remains a
challenging task despite the variety of available QA instruments and
practices (Yang et al. 2021).

For our study, we have implemented a customised version of the qual-
ity assessment criteria suggested by Dyba and Dingseyr (2008). These

TABLE A1 | Quality assessment criteria.

1D Quality assessment criteria
QA-1 Is there a clear statement of the aims of the research?
QA-2 Is there an adequate description of the methodology in

which the research was carried out?
QA-3 Is there a clear statement of findings?

QA-4 Is the approach valuable for research or practice?

TABLE A2 | Quality assessment form.

ID Screening questions

QA-1  Isthere a clear statement of the aims of the Yes/No
research?
Consider:
1. Have the authors described the research
gap in previous work related to this
research (e.g., reference to previous papers
of the authors, literature review, lack of
related work, etc.)? Is there a rationale for
why the study was undertaken?

QA-2  Isthere an adequate description of the Yes/No

methodology of the research?

Consider:

1. Have the authors described the research
methodology in a way that allows the
study to be repeated (e.g., detailed process
descriptions are described, research data is
available, etc.)?

2. Are the limitations of the study discussed
explicitly?

3. Is the context in which the research was
constructed precise?

QA-3 s there a clear statement of study outcomes/ Yes/No

findings?

Consider:

1. Are the findings explicit (e.g., magnitude
of effect)?

2. Has an adequate discussion of the
evidence, both for and against the
researchers arguments, been demonstrated?

3. Has the researcher discussed the credibility
of their findings?

4. Are the findings discussed in relation to
the original research questions?

5. Are the conclusions justified by the results?

(Continues)

TABLE A2 | (Continued)
ID Screening questions
QA-4  Does the study describe the value of the Yes/No

research outcome for research or practice?

Consider:

1. Does the researcher discuss the
contribution the approach makes to
existing knowledge or understanding (e.g.,
do they consider the findings in relation to
current practice or relevant research-based
literature)?

2. Does the research identify new areas in
which research is necessary?

3. Does the researcher discuss whether or
how the findings can be transferred to
other populations, or consider other ways in
which the research can be used?

criteria, listed in Table A1, are proposed for assessing the quality of
qualitative research by principles of good practice for conducting em-
pirical research in software engineering. From the original paper, we
have excluded the criteria that were not relevant to our study (e.g., cri-
teria that were explicitly aimed at research that involves participants).
Quality criteria that were applicable for our study have been customised
to the conditions of our research. Each of the criteria must be graded on
a ‘yes’ or ‘no’ scale, whereby ‘no’ also represents ‘not applicable.”

The quality assessment form presented in Table A2 was used by re-
searchers of this survey. The quality assessment form includes an odd
number of screening questions for every quality assessment criterion.
If the majority of screening questions for a criterion are answered with
‘yes’ then the final grade for the same criterion is ‘yes’. Otherwise, the
final grade is ‘no’.

In this work, the work was divided such that at least two researchers
assess every paper according to the quality assessment form. Should
they come to a different conclusion regarding a specific criterion, they
discuss their assessment results in detail and try to decide on the most
appropriate conclusion. Should that not be possible, a third researcher
decides the grade of the specific quality criterion.
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Appendix B
Demographic Analysis

In the demographic analysis, the 37 selected findings are characterised
based on their type of study, geographical location and affiliation of

FIGURE Al | Demographics—timeline.
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FIGURE A2 | Demographics—geographical location.

authors. As shown in Figure Al, all selected findings were published be-
tween 1991 and 2023, with the majority of them (25) published after 2015.

We have based the geographical distribution of selected publications
on the affiliation of the authors. A total of 119 unique authors were
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FIGURE A3 | Demographics—type of study.

identified from our selected 37 publications. Three of these authors, Appendix C
Chao Tan (University of Oslo, Oslo, Norway and Testify AS, Oslo,
Norway), Razieh Behjati (Testify AS, Oslo, Norway) and Erik Arisholm
(Testify AS, Oslo, Norway) were among our list of authors twice with The summary of literature search results is presented in Table A3.

two papers among our selected publications. Our 37 selected publica-

tions had authors from 23 countries. The USA and Germany stand out

by having affiliations in respectively 7 and 6 of our selected publica- ~ TABLE A3 | Summary of the number of papers at each stage of the

Summary of the Literature Search

tions. The number of affiliations for each of the 23 countries is shown literature search.
in Figure A2.
Stage #excluded #remaining
We categorised our selected publications according to the type of study
according as follows: Total publications retrieved — 1013
« Academic: all authors are affiliated with a university or research Duplicates removed 45 968
institute.
Excluded by Exclusion Criteria 149 819
« Industry/Public: all authors are affiliated with a company, govern- (E1-E3)
ment institution or state agency. . . o
Not included by Inclusion Criteria 744 75
o Mixed: some authors have an academic affiliation and some have 11,12)
an industry/public affiliation.
Excluded after Full Text Analysis 38 37

The majority of our selected publications (27) were purely academic

based on the affiliations of authors. There were nine publications with Final selected publications - 37
mixed affiliations and one from industry. The distribution by type of
study is shown on Figure A3.
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Appendix D

Selected Publications

The 37 publications that were selected after Full Text Analysis are listed in Table A4.

TABLE A4 | Selected publications.
ID Name DOI or URL
P01 Property-Based Testing with External Test-Case Generators https://doi.org/10.1109/ICSTW.2017.62
P02 Data coverage testing https://doi.org/10.1109/APSEC.2002.1183018
P03 Grammar-Based Testing Using Realistic Domains in PHP https://doi.org/10.1109/ICST.2012.136
P05 An Experimental Tool for Search-Based Mutation Testing https://doi.org/10.1109/FIT.2018.00013
P06 An Approach for Search Based Testing of Null Pointer Exceptions https://doi.org/10.1109/ICST.2011.49
P07 Research on Test Automation in the Field of Book Publishing Based on https://doi.org/10.1109/ICIECS.2009.5365826
CNMARC Standards
P08  Evolutionary testing of unstructured programs in the presence of flag problems https://doi.org/10.1109/APSEC.2005.65
P09 Automatic test data generator: A tool based on search-based techniques https://doi.org/10.1109/ICRIT0.2016.7785020
P10 Search Based Testing of Embedded Systems Implemented in IEC 61131-3: An https://doi.org/10.1109/ICSTW.2013.78
Industrial Case Study
P11 Automatically generating realistic test input from web services https://doi.org/10.1109/SOSE.2011.6139088
P12 Property-Driven Testing of Black-Box Functions https://doi.org/10.1145/3524482.3527657
P13 A Strategy for using Genetic Algorithms to Automate Branch and Fault-based https://doi.org/10.1093/comjnl/41.2.98
Testing
P15 DNN Analysis through Synthetic Data Variation https://doi.org/10.1145/3385958.3430479
P16 A SMART Approach to Quality Assessment of Site-Based Spatio-Temporal Data https://doi.org/10.1145/2996913.2996932
P19 Systematic Development of Data Mining-Based Data Quality Tools https://doi.org/10.5555/1315451.1315499
P20 PLATOOL: A Functional Test Generation Tool for Mobile Applications https://doi.org/10.1145/3422392.3422508
P23 On the Robustness of Aspect-Based Sentiment Analysis: Rethinking Model, https://doi.org/10.1145/3564281
Data, and Training
P28 Practical Constraint Solving for Generating System Test Data https://doi.org/10.1145/3381032
P29  Fuzz Testing Based Data Augmentation to Improve Robustness of Deep Neural https://doi.org/10.1145/3377811.3380415
Networks
P31 CAD2Render: A Modular Toolkit for GPU-accelerated Photorealistic Synthetic https://doi.org/10.1109/ WACVW58289.2023.00065
Data Generation for the Manufacturing Industry
P33 Uncovering the Risks and Drawbacks Associated with the Use of Synthetic https://doi.org/10.1109/ACCESS.2023.3310257
Data for Grammatical Error Correction
P36 GluGAN: Generating Personalised Glucose Time Series Using Generative https://doi.org/10.1109/JBHI.2023.3271615
Adversarial Networks
P37 Generation of meaningful synthetic sensor data — Evaluated with a reliable https://doi.org/10.1016/j.egyai.2023.100308
transferability methodology
P43 Enhancing Synthetic Test Data Generation with Language Models Using a https://doi.org/10.1007/978-3-031-43,240-8_2
More Expressive Domain-Specific Language
P49 Permutation-Invariant Tabular Data Synthesis https://doi.org/10.1109/BigData55660.2022.10020639
P50 Bayesian adversarial human motion synthesis https://doi.org/10.1109/CVPR42600.2020.00626
P53 G-Tric: generating three-way synthetic datasets with triclustering solutions https://doi.org/10.1186/s12859-020-03925-4
P55 Methodology for Building Synthetic Datasets with Virtual Humans https://doi.org/10.1109/ISSC49989.2020.9180188
P57  SoccER: Computer graphics meets sports analytics for soccer event recognition https://doi.org/10.1016/j.s0ftx.2020.100612
P58 Medical Time-Series Data Generation Using Generative Adversarial Networks https://doi.org/10.1007/978-3-030-59,137-3_34
(Continues)
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https://doi.org/10.1109/ICST.2012.136
https://doi.org/10.1109/FIT.2018.00013
https://doi.org/10.1109/ICST.2011.49
https://doi.org/10.1109/ICIECS.2009.5365826
https://doi.org/10.1109/APSEC.2005.65
https://doi.org/10.1109/ICRITO.2016.7785020
https://doi.org/10.1109/ICSTW.2013.78
https://doi.org/10.1109/SOSE.2011.6139088
https://doi.org/10.1145/3524482.3527657
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https://doi.org/10.1145/3385958.3430479
https://doi.org/10.1145/2996913.2996932
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https://doi.org/10.1007/978-3-031-43,240-8_2
https://doi.org/10.1109/BigData55660.2022.10020639
https://doi.org/10.1109/CVPR42600.2020.00626
https://doi.org/10.1186/s12859-020-03925-4
https://doi.org/10.1109/ISSC49989.2020.9180188
https://doi.org/10.1016/j.softx.2020.100612
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TABLE A4 | (Continued)

ID Name DOI or URL

P62 Data Generators for Learning Systems Based on RBF Networks https://doi.org/10.1109/TNNLS.2015.2429711

P66 Synthetic test data generation using recurrent neural networks: A position https://doi.org/10.1109/RAISE.2019.00012

paper

P67 Synthesis and evaluation of a mobile notification dataset https://doi.org/10.1145/3099023.3099046

P68 First principle models based dataset generation for multi-target regression and https://ceur-ws.org/Vol-2069/STREAMEVOLV3.pdf
multi-label classification evaluation

P69 Automatically extracting mock object behaviour from Design by Contract https://doi.org/10.1145/1808266.1808273
specification for test data generation

P74 SynConSMutate: Concolic testing of database applications via synthetic data https://doi.org/10.1109/ITNG.2013.54

guided by SQL mutants
P75 A Rule-Based Software Test Data Generator https://doi.org/10.1109/69.75894
Appendix E

Comparison of Identified Approaches Across Selected Publications

The comparison of the approaches identified across the 37 selected publications is presented in Tables A5-A7.

TABLE A5 | Comparison of synthetic test data generation approaches.

Approach type # of studies Key characteristics
Rule-based generation 13 Uses predefined rules or system specifications (e.g., WSDL, contracts, UML/OCL)
Evolutionary Algorithms 5 Genetic/search-based strategies for optimising test data
Classification/Regression Models 2 Trained models used to generate or select inputs
Deep Learning 5 Neural networks (incl. GANs) for synthetic data synthesis
Image/Video Rendering Tools 3 Synthetic images/videos via rendering pipelines or virtual humans
Simulation Environments 3 Domain simulators producing data under controlled settings
Other 6 One-off or hybrid methods (e.g., SRA, DSL-based, probabilistic models)
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TABLE A6 | Comparison of approaches.
Type of approach Publication ID Domain or purpose Generated data
Rule-based generation P01 Model-based testing Test cases from stateful models
P02 Data coverage testing NA
P03 Unit Testing Textual data (email addresses)
Po7 Generating test data for the publishing industry NA
P11 Testing of web services NA
P19 Data scrubbing 10,000 records
P20 Testing of mobile applications NA
P28 System testing Instance models (several thousand
objects)
P53 Evaluation of triclustering algorithms Several sample datasets
P67 Research in the domain of intelligent notification 32 users, 11,395 notifications, 3148
management events
P69 Unit Testing EasyMock API calls
P74 Mutation testing of database applications NA
P75 Testing of large software systems 2000 rule-based test cases
Evolutionary Algorithms P05 Search-based testing of Java programs NA
P06 Search-based test data generation Initial population: 100 individuals
P08 Evolutionary Testing of Unstructured Programs NA
P09 Search-based Testing NA
P13 Fault-based testing NA
Classification/Regression P12 Property-based testing NA
Models
P62 Development and testing of data mining NA
algorithms
Deep Learning P29 Training of Deep Neural Networks Same type (image) as input data
P36 Diabetes management Realistic T1D glucose time series
P49 Tabular big data synthesis NA
P58 Development of data-driven advancements in the NA
healthcare domain
P66 High-level testing of event-driven systems 6.3MB of data, 20,844 records
Image/Video Rendering P15 Analysing limitations of performance of Deep Urban 3D scene spread across 34.5km?2
Tools Neural Networks
P31 Machine learning algorithms in the 20,000 images for each tool
manufactoring industry
P55 The development of face detection and Several virtual human models
recognition systems
Simulation Environments P37 Training transferable Non-Intrusive Load Meaningful synthetic energy datasets
Monitoring models
P57 Automatic event detection 8 complete soccer games
P68 Multi-Target Regression and Multi-Label 2 datasets, 100,000 examples each
Classification
Other P10 Search Based Testing NA
P16 Assessing spatio-temporal data quality A weather-like phenomenon
P23 Aspect-based sentiment analysis NA
P33 Data quality control 50,000 words
P43 Testing data-intensive software systems 850,000 sequences
P50 Motion analysis 3 X 1000 sequences
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